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Data Analysis Plan 

Prior to performing analyses, we will apply standard data screening and cleaning procedures including 
reviewing the data for data-entry errors, assessing the extent and pattern of missing data, and checking 
that appropriate assumptions of normality are met. We will employ remedial measures such as power 
transformations when necessary. We will check that the treatment conditions do not differ at baseline 
on relevant background variables using analyses of variance (ANOVA) for continuous variables and log-
linear models for discrete or ordinal responses. Randomization should minimize the need for covariates 
to reduce bias in the treatment comparisons, and the primary (i.e., full sample) analyses will not include 
covariates. In subgroup analyses, relevant covariates will be considered for inclusion as a sensitivity 
check for randomization and to improve the precision of estimation of the effects [1]. The hypotheses 
and statistical procedures to analyze the data are listed below. Analyses will be performed using SAS 
software version 9.1.3. 

Primary Hypothesis 1: Clients in the PATH condition will demonstrate higher rates of confirmed 
substance abstinence (hair and UA verified) during treatment and at follow-up than clients in the SC 
condition. Confirmed abstinence is the “gold standard” of direct clinical outcomes in SUD research. A 
mixed effects logistic regression model [2,3] will be used to compare the binary outcome of hair and 
urinalysis-confirmed abstinence in the two treatment conditions at months 3, 6, 9, 12, 15, and 18. Mixed 
effects models have advantages of traditional repeated measures approaches in that they allow for 
missing observations, accommodate measurements made at different time points, provide flexibility in 
modeling the variance-covariance matrix, and permit the estimation of both group and random patient-
specific effects. The model will include terms for treatment condition, time, and their interaction, and 
the binary baseline abstinence variable along with any other necessary covariates. We will follow the 
recommendations of Varadhan and Seeger [4] to test heterogeneity of treatment effect (HTE).  We have 
identified two primary subgroup analyses to be performed: (1) setting [IP (n = 400) vs. OP (n = 400)] and 
(2) type of opioid [heroin (n = 534) vs. prescription (n = 266)]. We will use similar mixed effects logistic 
regression models (described above) that will additionally include terms for the specific subgroup 
variable and its interaction with treatment condition. In the event that the interaction is significant, the 
treatment effect will be estimated separately at each level of the categorical variable that is used to 
define the subgroups. In addition, we will conduct an exploratory subgroup analysis for medication type 
(agonist vs. antagonist/drug free). We anticipate simple time trends (e.g., linear or quadratic) for the 
mixed effects models; however, we will use linear spline models in the event complex time trends are 
observed, such as non-linear trends that cannot be approximated by simple polynomials in time [2]. 
These analyses will be performed using PROC GLIMMIX.  

Primary Hypothesis 2: Clients in the PATH condition will demonstrate greater retention in treatment 
than clients in the SC condition. Retention is widely considered the leading proxy for clinical 
effectiveness in SUD treatment. A Cox proportional hazards survival analysis [5,6] will be used to 
determine whether the rate of dropout differs between the two treatment conditions. The analysis will 
account for right-censored data as some participants may not experience the event (i.e., treatment 
dropout, defined as absence from treatment for 30 days) during the period of observation. The analysis 
will include any necessary covariates. To establish the HTE for this outcome, the survival analysis will be 
repeated for each primary and exploratory subgroup identified above. Models will include a term for the 
subgroup variable and its interaction with treatment condition. Again, if the interaction term is 
significant, the treatment effect will be estimated separately at each level of the categorical variable 
that is used to define the subgroups. We anticipate that the proportional hazard assumption will be met 
as we expect the typical pattern of dropout in both groups (i.e., high hazard early, low hazard late). We 
will conduct standard residual-based analyses to evaluate proportionality and, in the event that the 



proportional hazard assumption is violated, we will use extended Cox models that include a time-
dependent covariate to model the non-proportionality [7]. The analyses will be performed using PROC 
PHREG.  

Power for the Primary Hypotheses. Power analyses were calculated for the primary hypotheses 

described above. The power analyses for Primary Hypothesis 1 were calculated following the 

recommendations of Liu and Wu [8]. The analysis was based on a corrected alpha of .025 (.05/2 primary 

outcomes), a compound symmetry covariance structure, an estimated abstinence rate of 25% in the SC 

condition (based on data from our prior study), a correlation between observations on the same patient 

of .50, and assuming 20% attrition at the final time point. For the smallest subgroup (patients primarily 

using prescription opioids: n = 266; 133 per condition), we will have 80% power to detect an 

approximately 15% difference in abstinence rates between the conditions (i.e., 25% in control vs. 40% in 

experimental; OR = 2.0). This projected difference is conservative and based only on the repeatedly 

demonstrated, similarly scaled differences contingency management yields when compared to standard 

treatment conditions [9-13]. The smallest detectable differences for the remaining subgroups and the 

overall sample are as follows using the same specifications: (1) patients recruited from IP setting (n = 

400): 12%, OR = 1.8, (2) patients recruited from OP setting (n = 400): 12%, OR = 1.8, (3) patients 

primarily using heroin (n = 534): 9%, OR = 1.6, and (4) the overall sample (n = 800): 8%, OR = 1.5. The 

power analyses for Primary Hypothesis 2 were calculated following the recommendations of Lakatos 

[14]. The analysis was based on a corrected alpha of .025, no attrition as chart data will be available for 

all patients, and estimated dropout rate of 60% in the SC condition [15]. For the smallest subgroup 

(patients primarily using prescription opioids: n = 266; 133 per condition), we will have 80% power to 

detect a hazard ratio of .59 which corresponds to a difference in survival rates of approximately 18% 

between the two conditions. The smallest detectable hazard ratio for the remaining subgroups and 

overall sample are as follows using the same specifications: (1) patients recruited from IP setting (n = 

400): HR = .65, 15% difference in survival  (2) patients recruited from OP setting (n = 400): HR = .65 , 15% 

difference in survival  (3) patients primarily using heroin (n = 534): HR = .69, 13% difference in survival , 

and (4) the overall sample (n = 800): HR = .74, 10% difference in survival. We have chosen to use an 

alpha level that corrects for the number of primary hypotheses rather than the number of subgroup 

analyses as the latter approach would substantially increase the likelihood of making a type 2 error 

[4,16]. 

Secondary Hypotheses: Relative to those in the SC condition, participants in the PATH condition will 

demonstrate: 

 Lower rates of service utilization (days of hospitalizations, emergency department visits, 
residential treatment) 

 Higher quality of life (Q-LES-Q-SF scores) 

 Lower rates of HIV risk behaviors (RAB total, sex, and drug risk scores) 
 

Exploratory Hypotheses: Relative to those in the SC condition, participants in the PATH condition will 

demonstrate: 

 Improved Employment, Family/Social Functioning, and Psychiatric severity scores on the 
ASAM Criteria. 
 



Mixed effects models [2] will be used to compare the treatment conditions on each secondary and 

exploratory outcome at months 6, 12 and 18. Each model will include terms for treatment condition, 

time, and their interaction, and the baseline value of outcome measure along with any other necessary 

covariates. Subgroup analyses similar to those outlined above will be conducted to establish the 

heterogeneity of the treatment effects. Count data (i.e., service utilization variables) will be analyzed 

using PROC GLIMMIX specifying a poisson distribution and continuous data (i.e., quality of life, HIV risk 

scores, and psychosocial severity scores) will be analyzed using PROC MIXED.   

Missing values. Missing data will not be an issue for some of the outcomes (i.e., time in treatment). The 

most important source of missing data in this study is likely to be from participant dropout. We will 

analyze the data under an intent-to-treat principle in which all participants initially randomized will be 

included [17]. In addition, mixed effects models will provide valid estimates of intervention efficacy if 

the missing data are ignorable. We will evaluate the patterns of missing data for each outcome and 

conduct logistic regression and survival analysis models predicting dropout using client characteristics 

and accrued measures to determine whether the dropout process is ignorable (i.e. whether missed visits 

are well explained by observable data). We will examine the impact of missing data by comparing results 

from models in which missing data are imputed and through pattern-mixture models [18] that examine 

how responses vary as a function of the pattern of missing data. 

Sensitivity analyses . We will conduct a series of sensitivity analyses for the primary hypotheses as 

recommended by Thabane et al. [19]. We will examine the influence of outliers (identified through 

boxplots and z-scores) by comparing results from analyses with and without the outlying values. We will 

examine the impact of protocol non-compliance by comparing the results from the intent-to-treat 

analyses to analyses in which only participants who received a sufficient dose or different components 

of the intervention are included; protocol adherence will be represented by weekly medication 

adherence scores, weekly counseling scores, and combined scores for the sensitivity analyses calculated 

from TSR and chart review. Furthermore, we will extend the models described above for our primary 

and secondary outcomes using instrumental variable approaches. Here, the instrumental variable is 

treatment condition and, under some conditions, will control for unmeasured bias (due to participants 

self-selecting to comply or not) when estimating the relative effects of the interventions in those who 

adhere to their assigned intervention. Thus, the results will use data from all subjects who show various 

degrees of compliance and will yield estimates of the intervention effects that would have been seen in 

a study with full compliance. For a single overall measure of compliance, the methods of Nagelkerke et 

al. [20] will be used; if there is sufficient within-subject variation across time in compliance, the 

longitudinal methods of Small et al. [21] will be used. These sensitivity analyses allow us to determine 

whether estimates of effect from the primary models can be reported without explicit adjustments for 

protocol non-compliance. We will examine the impact of our distributional assumptions by comparing 

results obtained under different distributional assumptions (e.g., parametric vs. non-parametric). We 

will use multiple imputation and pattern-mixture models to evaluate the impact of missing data as 

discussed in the prior section. Finally, we will examine the impact of using different definitions of 

outcomes (e.g., different cutoff points for binary outcomes, objectively verified vs. self-reported 

substance use) by comparing results obtained from models using different operationalizations of the 



outcome variables. These sensitivity analyses will allow us to evaluation the robustness of the study 

results. 

Heterogeneity of treatment effects. The subgroup analyses described above will be used as a test of the 

heterogeneity of treatment effects. In addition, we have identified three patient characteristics that may 

be related to treatment effects: psychiatric problem severity (meets pre-determined threshold vs. does 

not), OUD problem severity (meets pre-determined threshold vs. does not), and housing status 

(homeless or housed). Each of these variables should negatively impact treatment outcomes, and could 

suppress differences between conditions. To evaluate the heterogeneity of treatment effects as a 

function of psychiatric severity, the mixed effects models and survival analyses used to test the primary 

hypotheses will be modified to include a binary term reflecting psychiatric severity and the interaction 

of psychiatric severity and condition. A significant interaction would indicate that the effects of the 

intervention vary as a function of a patient’s psychiatric severity (i.e., treatment effects are 

heterogeneous). If the interaction term is significant, the treatment effect will be estimated separately 

at each level of the categorical variable that is used to define the subgroups. Similar analyses will be 

performed for OUD problem severity and housing.  
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